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Agenda

• Software Delivery Schedule

• Data Availability at GSFC DAAC
– Processing/Interfaces

– Performance Requirements

• Data availability at JPL TLSCF
– Processing Facility

– Processing/Interfaces
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Aug
2000

•V 2.0

December-Jan.
2000/2001

•V2.1 Launch updates

Launch
July
2001

•V2.1.5 TDS capabilities*

April-May
2001

* Data System at JPL
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Post Launch Schedule

Sep
2001

•V2.2 Possible Interface Updates

Nov.
2001

•V2.5 Level 1A Algorithm Updates

March
2002

•V2.7 level 1BAlgorithm Updates

Launch
July
2001

•V3.0 Level 2 updates

July
2002
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GSFC-JPL Interfaces
Launch to Launch+12

•Process 50% of data to L1A

•Process/Reprocess L0 data to L1A starting at launch

•Process 50% of data to L1B

•Process/Reprocess L1A data to L1B starting at launch

•Process 100% data to L2 Starting at launch + 2 (inst stable)

•20 granules of L1A

•All L1A QA

•All L0 & ancillary

•Updated L1A S/W

•20 granules of L1A & L1B

•All L1A & L1B QA

•All L0 & ancillary

•Updated L1B S/W

•All L1A & L1BMW

•All QA and Daily browse

•All L0 & ancillary

•Updated L2 S/W

•L

•L+3

•L+9

•L+12
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GSFC-JPL Interfaces
Launch + 12 to EOM

-All level 1A & 1B microwave products
-AIRS/VIS level 1A:

-QA(7140), high  rate Eng. Archive(7130)
-AIRS Level 1B:

-Browse(7241) and QA(7251)
-VIS Level 1B

-QA (7253)
-Level 2 standard product (~10 %)
-All daily Browse PGE output
-Radiosonde matchup files
-Ephemeris, attitude, carryout, radiosonde, and AVN Anc. files

- Specific Product Requests
- Update Metadata
- Reprocessing Requests
- Subscription Requests
- Software and ancillary file deliveries

- Products based Specific Product Requests
- Products based on Subscription Requests
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Resource Requirements
at GSFC DAAC

PGE
Activations/
day

46

332

CPUs
Required

7

No. of
files sent to
TLSCF/day

850
2500

Amount of
data sent to
TLSCF
(GB/day)

15.8
19.5

200

100

8

16

1

510
1000

2000

3000

10

20

1

L L+3M L+9M

300

18

6.5

L+12M EOM

CPUs available at GSFC DAAC for AIRS

8
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Processing Facility at JPL

JPL SCF Local Network (1Gb/s)

Archive Management System

Sun Enterprise 250R
StorageTek L700 Tape Library

(24.5TB Capacity)

GDAAC
“Abilene” Link (OC-48, 2.4Gb/s)

Ingest and Production
Planning System

Sun Enterprise 250R
External Data Access

Client

Sun Ultra 60

*FTP Access

*External Login Access

Product Generation
System

SGI Origin 2000 Server

(8) 400 Mhz R12000 CPU’s

8GB Main Memory

Catalog Server

Sun Enterprise 3500

(4) 360 MhzCPU’s

6GB Main Memory

Storage Server

Sun Enterprise 450
1.7 TB RAID-3 Storage
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TDS Interfaces

•Ephemeris & attitude

•Carryout

•Radiosonde HDF & BUFR

•AVN

•L0,Products,QA,Ancillary

•ARM/CART( Fetzer)

•GOES (Hagan)

•Surface Marine (Hagan)

•Ancillary
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TDS Processing Policy/Activities
Launch to launch + 12

L to L+3

L+3 to L+9

•Receive and process 100% of  L0 data to L1A

•Process all MW data to L1B starting at launch + 14 days

•Process all VIS data to L1B at Launch + 35 days

•Process all AIRS data to L1B at launch + 45 days

•For “golden”/ focus period process all data to L2.
•Extract all matching radiance and truth data and process to L2

•Analyze and validate  L1A and L1B products and QA data

•Receive and process 100% of L0 data to L1B.

•For “golden”/ focus period process all data to L2.

•Extract all matching radiance and truth data and process to L2

•Analyze and validate  L1A and L1B products and QA data

•Receive and process 100% of L0 data to L1B

•For “golden”/ focus period process all data to L2.

•Extract all matching radiance and truth data and process to L2

•Analyze and validate L1A, L1B, and L2 products and QA data
L+12

L+3

L+9
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Data Ingest & Archive

•100% level 0 data (~ 13 GB/day), Fraction of L1A, L1B, L2 Product, and all QA (~ 4-5 GB/day)

• Ephemeris & attitude 14files/day (~8 MB)

• Carryout 12 files/day (~48 MB)

• Radiosonde HDF & BUFR 8 files/day (~90 MB), NOAA Surface Marine Reports 8 files/day (Denise Hagan),

• ARM CART 6 files/day (~30 MB).

• AVN 12 files/day (~900 MB)

• GOES (Denise Hagan)
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•rlogin

Data Retrieval

•User FTPs products

Products

•Locate product (s)
•spatial/temporal
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Routine Processing
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Matchup Processing

•Level 1B

•Truth

- Level 1B radiances (Golf Balls) are selected based on time/location “window” of each truth record within each truth file.
- In addition to matched up level 1B radiances, the matchup file identifies the truth file and the truth record(s) for each 

matched up golf ball. 
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Reprocessing


